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Hidden resilience and adaptive dynamics of the 
global online hate ecology
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Online hate and extremist narratives have been linked to abhorrent 
real-world events, including a current surge in hate crimes1–6 and 
an alarming increase in youth suicides that result from social 
media vitriol7; inciting mass shootings such as the 2019 attack 
in Christchurch, stabbings and bombings8–11; recruitment of 
extremists12–16, including entrapment and sex-trafficking of girls 
as fighter brides17; threats against public figures, including the 2019 
verbal attack against an anti-Brexit politician, and hybrid (racist–
anti-women–anti-immigrant) hate threats against a US member 
of the British royal family18; and renewed anti-western hate in the 
2019 post-ISIS landscape associated with support for Osama Bin 
Laden’s son and Al Qaeda. Social media platforms seem to be losing 
the battle against online hate19,20 and urgently need new insights. 
Here we show that the key to understanding the resilience of online 
hate lies in its global network-of-network dynamics. Interconnected 
hate clusters form global ‘hate highways’ that—assisted by collective 
online adaptations—cross social media platforms, sometimes using 
‘back doors’ even after being banned, as well as jumping between 
countries, continents and languages. Our mathematical model 
predicts that policing within a single platform (such as Facebook) 
can make matters worse, and will eventually generate global ‘dark 
pools’ in which online hate will flourish. We observe the current 
hate network rapidly rewiring and self-repairing at the micro level 
when attacked, in a way that mimics the formation of covalent bonds 
in chemistry. This understanding enables us to propose a policy 
matrix that can help to defeat online hate, classified by the preferred 
(or legally allowed) granularity of the intervention and top-down 
versus bottom-up nature. We provide quantitative assessments for 
the effects of each intervention. This policy matrix also offers a tool 
for tackling a broader class of illicit online behaviours21,22 such as 
financial fraud.

Current strategies to defeat online hate tend towards two ends of the 
scale: a microscopic approach that seeks to identify ‘bad’ individual(s) 
in the sea of online users1,14,16, and a macroscopic approach that bans 
entire ideologies, which results in allegations of stifling free speech23. 
These two approaches are equivalent to attempts to try to understand 
how water boils by looking for a bad particle in a sea of billions (even 
though there is not one for phase transitions24), or the macroscopic 
viewpoint that the entire system is to blame (akin to thermodynam-
ics24). Yet, the correct science behind extended physical phenomena24 
lies at the mesoscale in the self-organized cluster dynamics of the devel-
oping correlations, with the same thought to be true for many social 
science settings25–27.

A better understanding of how the ecology of online hate evolves 
could create more effective intervention policies. Using entirely public 
data from different social media platforms, countries and languages, we 
find that online hate thrives globally through self-organized, mesoscale 
clusters that interconnect to form a resilient network-of-networks of 
hate highways across platforms, countries and languages (Fig. 1). Our 
mathematical theory shows why single-platform policing (for example, 
by Facebook) can be ineffective (Fig. 2) and may even make things 

worse. We find empirically that when attacked, the online hate ecology 
can quickly adapt and self-repair at the micro level, akin to the forma-
tion of covalent bonds in chemistry (Fig. 3). We leave a detailed study 
of the underlying social networks to future work because our focus 
here is on the general cross-platform behaviour. Knowledge of these 
features of online hate enables us to propose a set of interventions to 
thwart it (Fig. 4).

Our analysis of online clusters does not require any information 
about individuals, just as information about a specific molecule of 
water is not required to describe the bubbles (that is, clusters of cor-
related molecules) that form in boiling water. Online clusters such as 
groups, communities and pages are a popular feature of platforms such 
as Facebook and VKontakte, which is based in central Europe, has hun-
dreds of millions of users worldwide, and had a crucial role in previ-
ous extremist activity27. Such online clusters allow several individual 
users to self-organize around a common interest27 and they collectively 
self-police to remove trolls, bots and adverse opinions. Some people 
find it attractive to join a cluster that promotes hate because its social 
structure reduces the risk of being trolled or confronted by opponents. 
Even on platforms that do not have formal groups, quasi-groups can 
be formed (for example, Telegram). Although Twitter has allowed 
some notable insights26, we do not consider it here as its open-follower 
structure does not fully capture the tendency of humans to form into 
tight-knit social clusters (such as VKontakte groups) in which they 
can develop thoughts without encountering opposition. Our online 
cluster search methodology generalizes that previously described27 to 
multiple social media platforms and can be repeated for any hate topic 
(see Methods for full details).

The global hate ecology that we find flourishing online is shown 
in Fig. 1a, b. The highly interconnected network-of-networks28–30 
mixes hate narratives across themes (for example, anti-Semitic, 
anti-immigrant, anti-LGBT+), languages, cultures and plat-
forms. This online mixing manifest itself in the 2019 attack in 
Christchurch: the presumed shooter was Australian, the attack was 
in New Zealand, and the guns carried messages in several European 
languages on historical topics that are mentioned in online hate 
clusters across continents. We uncover hate clusters of all sizes—for 
example, the hate-cluster distribution for the ideology of the Ku 
Klux Klan (KKK) on VKontakte has a high goodness-of-fit value for 
a power-law distribution (Extended Data Fig. 1). This suggests that 
the online hate ecology is self-organized, because it would be almost 
impossible to engineer this distribution using top-down control. 
The estimated power-law exponent is consistent with a sampling of 
anti-western hate clusters as well as the online ecology of financial 
fraud21, suggesting that our findings and policy suggestions can help 
to tackle a broader class of illicit online behaviours21,22.

We observe operationally independent platforms—that are also com-
mercial competitors—becoming unwittingly coupled through dynami-
cal, self-organized adaptations of the global hate-cluster networks. This 
resilience helps the hate ecology to recover quickly after the banning 
of single platforms. The three types of adaptation bridging VKontakte 
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and Facebook that enabled hate to re-enter Facebook through the 
‘back door’ are shown in Fig. 1a: (A1) hate-cluster mirroring; (A2) 
hate-cluster reincarnation; and (A3) direct inter-hate-cluster linkage 
(see Supplementary Information). We observed A2 after Facebook 
banned the KKK. An ecology of nearly 60 KKK clusters remained 
on VKontakte (Fig. 1c) that included posts in Ukrainian. When the 
Ukrainian government banned VKontakte, the VKontakte-based KKK 
ecosystem (Fig. 1c) reincarnated KKK cluster(s) back on Facebook, but 
with “KuKluxKlan” written in Cyrillic, making it harder to catch with 
English-language detection algorithms. Hence, adaptation A2 enabled 
the hate ideology to implant cluster(s) with thousands of supporters 
back into a platform in which it was still banned.

A sample of the hate-cluster network placed on a global map using 
self-reported location information of each cluster is shown in Fig. 1b. 
This shows how clusters connect across different continents creating 
one-step highways for hate content. The Facebook and VKontakte 
hate bridges occur in Europe, the United States and South Africa, even 
though VKontakte is often thought of as being local to central Europe. 
Europe (Fig. 1b, inset) shows a particularly complex hate ecology, 

which reflects intertwined narratives that cross languages and declared 
causes—for example, neo-Nazi clusters with membership drawn from 
the United Kingdom, Canada, United States, Australia and New 
Zealand feature material about English football, Brexit and skinhead 
imagery while also promoting black music genres. So although the hate 
may be pure, the rationale given is not, which suggests that this online 
ecology acts like a global fly-trap that can quickly capture new recruits 
from any platform, country and language, particularly if they do not 
yet have a clear focus for their hate.

Our mathematical model in Fig. 2 predicts additional resilience and 
its negative consequences for the current battle against online hate. It 
considers the fairly common observation in our data of a ring of c con-
nected hate clusters within a given platform (for example, platform 1, 
see Extended Data Fig. 2). In our model, each hate cluster is attempting 
to spread its hate material to other clusters in the ring through links 
such as A1, A2 and/or A3 (Fig. 1a), but incurs a cost R when its material 
passes between platforms 1 and 2 because of the risk of sanctions on 
platform 2 (Facebook is better policed). We assume a probability q of 
a given hate cluster on platform 1 sending its hate material on a path 
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Fig. 1 | Global ecology of online hate clusters. a, Schematic of resilient 
hate ecology that we find flourishing online, mixing hate narratives, 
languages and cultures across platforms. A1, A2 and A3 denote three types 
of self-organized adaptation that we observe that quickly build new bridges 
between otherwise independent platforms (see main text). We focus on 
Facebook (FB) and VKontakte (VK) clusters, shown as large blue and red 
symbols, respectively; different shapes represent different hate narratives. 
Undirected (that is, no arrowhead) coloured link between two hate clusters 
indicates a strong two-way connection. Small black circles indicate users, 
who may be members of 1, 2, 3…hate clusters; directed (that is, with 
arrowhead) link indicates that the user is a member of that hate cluster. 
b, Placing hate clusters at the location of their activity (for example, ‘Stop 

White Genocide in South Africa’ (SA)) reveals a complex web of global 
hate highways built from these strong inter-cluster connections. Only  
the basic skeleton is shown. Bridges between Facebook and VKontakte  
(for example, A1, A2 and A3 in a) are shown in green. When the focus  
of a hate cluster is an entire country or continent, the geographical centre 
is chosen. Inset shows dense hate highway interlinkage across Europe.  
c, Microscale view of actual KKK hate-cluster ecosystem. The ForceAtlas2 
algorithm used is such that the further two clusters are apart, the fewer 
users they have in common. Hate-cluster radii are determined by the 
number of members. d, Schematic showing synapse-like nature of 
individual hate clusters.
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via platform 2. The following formula, derived in the Supplementary 
Information, then gives the cluster-averaged value of the shortest path 
(that is, the average length of the hate highway)30 between the c hate 
clusters on platform 1:
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Figure 2b shows ℓ  as a function of the number of links ρ between 
platforms 1 and 2 (ρ = cq with c fixed) when R increases linearly with 
ρ, which is consistent with more links carrying more risk. The mini-
mum in ℓ  has an important negative consequence. Suppose platform 
2 finds a large number of hate links ρ from 1, and manages to find some 
and shut them down, hence reducing ρ. It can inadvertently decrease 
the average shortest path ℓ  between hate clusters on platform 1 (for 
example, VKontakte), hence accelerating how hate content gets shared 
within platform 1. The existence of several operationally independent 
platforms (Fig. 2a) with their own moderators and no coordinated 
cross-platform policing gives rise to a further resilience: our mathe-
matical model (see Supplementary Information) shows that sections 
of the less policed platforms can then become isolated, creating spon-
taneous ‘dark pools’ of hate highways (dark region in Fig. 2a).

Further resilience at the micro level occurs in the form of rapid 
rewiring and self-repair that mimics covalent bonding from chem-
istry, in apparent response to real-world events (Fig. 3). The ecology 
of the KKK on VKontakte (Fig. 3a) rewired around accusations just 
after the school shooting in Parkland, Florida. We do not know of 
any evidence that these clusters were involved, but news reports dis-
cussed the presumed shooter’s interest in the KKK, and its themes 
and symbols, hence these clusters probably worried about increased 
scrutiny. Links like chemical bonds quickly form between KKK hate 
clusters in a bottom-up, self-organized way. This adaptive evolu-
tionary response helps the decentralized KKK ideological organism 
to protect itself by bringing together previously unconnected sup-
porters. The network is presented on a larger scale in Fig. 3b, with 
the bonding density of common users clearly visible (white cloud 
between the green clusters). We also see this same bonding (Fig. 3c) 
emerge in the response of anti-western jihadist hate groups in 2015 
when the leader of the Islamist terrorist group ISIS was reportedly 
injured in an air strike. We speculate that this covalent bonding is 
a general adaptive mechanism for online hate, and maybe for other 
illicit activities.

These insights suggest a matrix of interventions (Fig. 4 and Extended 
Data Fig. 3) according to the preferred top-down versus bottom-up 
approach on a given platform and the legal context in a given country. 
Each policy can be adopted on a global scale simultaneously by all 
platforms without them needing to share sensitive information. Policy 
1 reduces the number of large hate clusters. One might assume that this 
can be achieved by banning the largest clusters, but the approximate 
power-law distribution of the size of the hate cluster means that others 
of similar size will quickly replace them. Instead, policy 1 exploits the 
underlying self-organizing mechanism by which large clusters form 
from smaller ones: large clusters can hence be reduced by first ban-
ning smaller clusters, with the advantage that smaller clusters are more 
numerous and easier to find. Policy 2 randomly bans a small fraction 
of individual users across the online hate population. Choosing a small 
fraction lowers the risk of multiple lawsuits, and choosing randomly 
serves the dual role of lowering the risk of banning many from the 
same cluster, and inciting a large crowd. Policy 3 exploits the self- 
organized nature of the system by setting clusters against each other 
in an organic, hands-off way— akin to a human’s immune system. 
Our data show that there are a reasonable number of active anti-hate 
users online. Platform managers can encourage anti-hate users to 
form clusters, for example, through artificial anti-hate accounts as 

a nucleating mechanism, which then engage in narrative debate with 
online hate clusters. Online hate-cluster narratives can then be neutral-
ized with the number of anti-hate users determined by the desired time to 
neutralization. Policy 4 can help platforms with multiple, competing hate 
narratives. In our data, some white supremacists call for a unified Europe 
under a Hitler-like regime, and others oppose a united Europe. Similar 
in-fighting exists between hate clusters of the KKK movement. Adding a 
third population in a pre-engineered format then allows the hate-cluster 
extinction time to be manipulated globally (Extended Data Fig. 3).

Limitations to our study include the fact that we cannot yet include 
all platforms because of a lack of public access. Also, our quantitative 
analysis is highly idealized in order to generate quantitative answers. 
Although not intended to capture the complications of any specific real-
world setting, the benefit of the modelling approaches in Figs. 2a and 4 
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Fig. 2 | Mathematical model showing resilience of hate-cluster ecology. 
a, Connected hate clusters from Fig. 1a, trying to establish links from a 
platform such as VKontakte (subset 1b) to a better-policed platform  
such as Facebook (platform 2), run the risk (cost R) of being noticed by 
moderators of Facebook and hence sanctions and legal action. Because 
more links creates more visibility and hence more risk, we assume that the 
cost of accessing platform 2 from platform 1 is proportional to the number 
of links, ρ. b, Mathematical prediction from this model (equation (1)) 
shows that the average shortest path ℓ  between hate clusters in VKontakte 
(subset 1b) has a minimum ℓmin as a function of the number of links ρ into 
platform 2 (Facebook). For any reasonably large number of inter-platform 
links ρ > ρmin, our theory predicts that the action of platform 2 (such as 
Facebook) to reduce the number of links ρ will lead to an unwanted 
decrease in the average shortest path ℓ  as ρ decreases towards ρmin.  
In addition, as the universe of social media expands in the future to  
many interconnected platforms, as shown schematically in a, our  
theory predicts that the combined effect of having independent 
moderators on each platform will be to create spontaneous dark  
pools of hate (dark region in a).
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is that the output is precisely quantified, reproducible and generalizable, 
and can therefore help to frame policy discussions as well as probe 
what-if intervention scenarios. Our findings can also shed light on how 
illicit networks operate under similar pressures—that is, networks that 
similarly need to remain open enough to find new recruits yet hidden 
enough to avoid detection21,22.
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Fig. 3 | Adaptive dynamics of online hate at the microscale. a, The KKK 
ecosystem on VKontakte before and after the school shooting in Parkland, 
Florida, on 14 February 2018. During subsequent weeks, rapid microscale 
rewiring due to individual cluster-joining initiated ‘bonds’ between 
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change status in the next time step are shown, otherwise the image would 
be as dense as in b. Larger red nodes are clusters that are closed (that is, 
closed VKontakte groups), green nodes are open (that is, open VKontakte 
groups). Yellow links mean the user will leave cluster between day t and 
day t + 1, meaning that link will disappear. Blue links mean user joins 
cluster on day t. b, Full KKK ecology on VKontakte after the shooting in 
Parkland, showing a strong ‘bond’ between the largest KKK clusters.  
c, Remarkably similar bonding suddenly emerges in anti-western (jihadi) 

hate-cluster ecology around 18 March 2015, a few days after a coalition 
strike appears to have wounded ISIS leader Abu Bakr al-Baghdadi. This 
coincides with rumours immediately circulating among these hate clusters 
that top ISIS leaders were meeting to discuss who would replace him if 
he died, suggesting that his injuries were serious. However, none of this 
become public knowledge in the media—that is, the observed rewiring and 
self-repair that fuses two clusters into one (that is, two disappeared, shown 
yellow, and one appeared, shown as blue) is a self-organized, adaptive 
response of the online hate system. Although b mimics electronic covalent 
bonding, c is a more extreme version of bonding more akin to nuclear 
fusion. The ForceAtlas2 algorithm used to plot b and c is such that the 
further two clusters are apart, the less users they have in common.
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Methods
Our online cluster search methodology is a direct generalization of that previously 
described27, but now looking at several social media platforms. It can be repeated 
for any hate topic, but we focus here on extreme right-wing hate because it is 
prevalent globally and has been linked to many recent violent real-world attacks. 
We observe many different forms of hate that adopt similar cross-platform tricks. 
Whether a particular cluster is strictly a hate philosophy, or simply shows mate-
rial with tendencies towards hate, does not alter our main findings. Our research 
avoids the need for any information about individuals, just as information about a 
specific molecule of water is not needed to describe the bubbles (that is, clusters of 
correlated molecules) that form in boiling water. Our hate-cluster network analysis  
starts from a given hate cluster ‘A’ and captures any hate cluster ‘B’ to which hate 
cluster A has shared an explicit cluster-level link, and vice versa from B to A 
(see Supplementary Information).

We also developed software to perform this process automatically and, after 
cross-checking the findings with our manual list, were able to obtain approximately 
90% consistency between the manual and automated versions. Each day, we iterated 
this process until the search led back to hate clusters that were already in the list. 
For the global hate network, we identified 768 nodes (that is, hate clusters) and 578 
edges. This is larger than the number of clusters obtained in the previous study27 of 
anti-western hate (specifically, pro-ISIS aggregates, which numbered a few hundred 
on VKontakte). But the fact it is of similar magnitude suggests that the process by 
which billions of users cluster globally online into hate communities is such that 
it produces hundreds of clusters—not tens of thousands but also not ten or so.

Although we observe some hate clusters with connections to clusters outside 
such a subset, these tend to lead down rabbit holes into pornography and other 
illicit material, so we ignore them. Hence, although this is ‘big data’ in terms of 
there being approximately 1 million hate-driven individuals globally, the num-
ber of clusters into which they form is rather small. For the global hate-cluster 
network, the numbers of each type of link and node (cluster) are as follows. For 
the edges, Facebook–Facebook = 64 (11.1%); Facebook–VKontakte = 12 (2.1%); 
VKontakte–VKontakte = 502 (86.8%). For the nodes (clusters): Facebook = 26 
(3.4%); VKontakte = 742 (96.6%). For the example subset on the world map in 
Fig. 1b: for the edges, Facebook–Facebook = 36 (35.3%); Facebook–VKontakte = 6 
(5.9%); VKontakte–VKontakte = 60 (58.8%). For the nodes: Facebook = 14 
(26.9%); VKontakte = 38 (73.1%). The details behind Fig. 2 are provided in 
the Supplementary Information and build on the previous study30. For the  

calculations of policy modelling (see Supplementary Information), our results in 
Extended Data Fig. 3 were generated for populations of size 1,000–10,000, but 
similar results and conclusions emerge for any large number: the calculated effects 
of policies 1–4 are universal in that they do not depend on the specific numbers 
chosen. For just the KKK cluster dataset on VKontakte in Figs. 1c and 3, there are 
50–60 distinct clusters at any one time, with a total of around 10,000 individuals 
from across the globe as followers. We include an explicit study of KKK clusters 
purely because KKK ideology is classified as hate by the Anti-Defamation League 
and the Southern Poverty Law Center. Its unique name and well-defined symbols 
make it easy to classify. Whether a particular cluster is strictly a hate philosophy, 
or instead shows material with tendencies towards hate, does not alter our main 
findings. The largest cluster has just over 10,000 followers and the smallest has 
fewer than 10, hence there is a very broad distribution. As shown in Extended 
Data Fig. 1a, the distribution of cluster sizes (that is, the number of followers) is 
consistent with a power law with a very high goodness-of-fit value of P = 0.92.
Reporting summary. Further information on research design is available in 
the Nature Research Reporting Summary linked to this paper.

Data availability
The dataset is provided as Source Data. The open-source software packages Gephi 
and R were used to produce the networks in the figures. No custom software was 
used.
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Extended Data Fig. 1 | Power laws. a, b, Power laws for the KKK ecology 
(a) and the ecology of illicit financial activities (b). Their power-law 
exponents (α) are similar in a and b, and also consistent with c. c, The 
results from aggregating data from different thematic subsystems, each 
of which has a power-law distribution with an exponent (βi) distributed 
around 2.5. d, Summary of the simulation procedure. N power-law 

distributions are created with a power-law exponent distributed around 2.5.  
Power-law exponents were then sampled, followed by a power-law test.  
e, Distribution of the resulting power-law exponents from this simulation 
procedure, for different values of the mean number of points in the 
underlying distributions (mu values). The resulting power law exponents 
α are centred near 1.7, as observed in a and b.
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Extended Data Fig. 2 | Cluster loop. a, Cluster loop from Fig. 2. b, Example of a loop of clusters.
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Extended Data Fig. 3 | Predicted policy effects. a, The effects of policy 1,  
with on average more than 550 widely spaced time steps for τ = 10  
and N = 104. If the size of an aggregate remains within the range smin to 
smax for a particular time period τ, that aggregate then fragments.  
b, The effects of policy 2. Colours represent different intervention starting 
times (tI) in units of days (vertical grey lines): green tI = 80, red tI = 120, 
blue tI = 200. Line types represent different percentages of individuals 
randomly removed (that is, banned) at time tI: dashed line 10%, dotted line 

30%, solid line 50%. c, Results for policy 3 of the time to extinction (T) as 
a function of the initial population partition (N + P = 1,000 fixed, with 
N being the initial size of the hate population and P being the initial size 
of the anti-hate population) and the banning rate of the platform, from 
numerical simulations and also analytic theory. d, Policy 4 shows effect  
of different allocations of 100 peacekeepers in the hate-cluster versus  
anti-hate-cluster scenario. nc is the number of clusters of peacekeepers 
(that is, individuals of type C) that have size sc.
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