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Introduction 
In the closing scene of The Social Network, one of Mark Zuckerberg’s lawyers marveled 

at Facebook’s global expansion, asking “In Bosnia, they don’t have roads, but they have 

Facebook?” While the statement (and much of the film) was factually incorrect, it 

captured the "move fast and break things” mentality of companies like Facebook as they 

revolutionized the way people around the world communicate. Despite its benefits, this 

revolutionary shift in communications has posed several public policy challenges, from 

election integrity to the erosion of local journalism to terrorism.1 As someone who has 

worked in counterterrorism for nearly a decade, first in government and now from the 

private sector, I’ve seen this evolution firsthand.  

 

To date, most efforts to deny terrorists the benefits of a free and open internet are 

voluntary and industry-led. These include the Global Internet Forum to Counter 

Terrorism and its Hash Sharing Consortium, the expansion of dedicated 

counterterrorism teams at Facebook and Google and the launch of initiatives such as 

YouTube Creators for Change.2 These are positive and socially responsible initiatives 

that should be encouraged to grow.  

 

However, the U.S. government – both its political leadership and its CT experts – should 

not take the convenient route of outsourcing difficult public policy issues to private 

companies. These issues should be addressed legislatively and in partnership with 

industry. Curbing terrorists’ use of the internet begs important social questions about 

the limits of free speech, the definition of terrorism, and national sovereignty over the 

internet at a time when the U.S. public is increasingly skeptical of the ability of internet 

companies to act in the public interest.3  

 

By examining similar experiences balancing security with technological advancement, 

CT policy makers will see that cooperation with the private sector is often contentious at 

first, with industry eschewing new regulation. This paper will examine three such cases: 

the restriction of radio in WWI, the introduction of counter-money laundering 

requirements on banks and the introduction of airline passenger screening. These cases 
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show when the government acts within its Constitutional authorities to set clear 

expectations and work with industry in good faith, industry, government and the public 

benefit.  

 

Setting Clear Expectations: Updating the Regulatory 

Environment   
Both government and the private sector share the same goals in preventing terrorists 

from using the tools of an open society to harm its citizens. Despite often heated 

political rhetoric, most companies are responsible actors who work with authorities 

every day to prevent terrorists from communicating, transferring funds, recruiting or 

otherwise advancing their goals. 

 

In my experience, however, governments and the private sector are not speaking about 

the same problems with the same vocabulary. Preventing terrorists, or indeed any 

criminal from benefitting from a company’s services is generally a compliance issue 

managed by a legal team. No company could long operate in the United States without 

meeting these legal requirements.  

 

The challenge facing governments and the tech sector is that many of the uses of the 

internet by terrorists today are in fact legal under U.S. law. Brian Fishman, a terrorism 

expert who leads Facebook’s CT efforts, observed:  

 

“Generally speaking, terrorists use the Internet in much the same way as other people,” 

Fishman writes, describing a range of activities that includes audience development, 

brand control, secure communication, community maintenance, financing, and 

information collection and curation.4  

 

What then is the obligation of a company or a government to stop bad actors from using 

technology for these purposes? Broadly, governments and citizens expect companies to 

prevent terrorists from using their platforms and services. Companies are often happy to 
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comply, often voluntarily. For their part, companies want to avoid increased regulation 

and losing the trust of their customers. In general, companies prefer voluntary action to 

regulation, as it allows them to set the limits of their cooperation. This is all fine where it 

works, but the current balance sets unfair expectations for all parties and forestalls 

difficult public policy decisions about free speech and the role of social and digital media 

in public life.  

 

Most governments do not have a strategy or modern legislation that addresses terrorist 

use of the internet across all the categories listed above. As a result, public-private CT 

cooperation varies significantly across issue and geography. Most social and digital 

media companies will readily comply with a U.S. subpoena for records of the 

communications of a suspected terrorist, though they may reject requests to alter their 

algorithms to reduce the frequency of terrorist content on their pages.  

 

The debate over regulating content on social and digital media so far has hinged on the 

question of whether these sites are neutral platforms or publishers, which exercise 

editorial controls over content. Platforms are largely unregulated, while publishers 

could be subject to similar regulations as traditional media. The law that created this 

distinction, Section 230 of the Communications Decency Act, is over twenty years old 

and was designed to address problems of a very different internet. A UK Parliament 

committee examined this issue, concluding:  

 

“Social media companies cannot hide behind the claim of being merely a ‘platform’, 

claiming that they are tech companies and have no role themselves in regulating the 

content of their sites. That is not the case; they continually change what is and is not 

seen on their sites, based on algorithms and human intervention. However, they are also 

significantly different from the traditional model of a ‘publisher’, which commissions, 

pays for, edits and takes responsibility for the content it disseminates.”5 

 

The report called on the British government to adopt some form of regulation for social 

media companies. Nearly half of Americans agree.6 Consequently, as concerns around 
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data privacy, foreign political interference and violent extremism on social media 

persist, it is likely that public pressure will mount for some kind of formal regulatory 

framework.  

 

U.S. lawmakers could begin this conversation by updating the twentieth century laws 

that form the basis for the media regulatory environment to set formal expectations for 

social and digital media companies around content that is not in the public interest. This 

would be a complex legal endeavor that would pose difficult constitutional questions but 

is not without precedent.  

 

At the beginning of the last century, the radio presented several of the same challenges 

to the U.S. government as social media does today. The technology was disruptive and 

democratizing in that it made global communications available to the masses. Radio 

shrank the world and promised users the earliest signs of today’s constantly connected 

life.  

 

When the U.S. entered the First World War, the new technology vexed military and law 

enforcement authorities and fueled public panic. Media reports often exaggerated the 

threat that radio-enabled saboteurs and spies to the U.S. “U.S. Government and police 

experts were much surprised to find that the cabinet which was recently seized with Max 

Wax, a German Spy, was capable of receiving secret radio messages from Germany,” 

warned one news story from 1917 that could have been republished with minor edits in 

2017.7 When the U.S. entered the war, Congress authorized the president to shut down 

or takeover all private radio stations.8 This heavy handed intervention laid the 

foundation of a regulatory environment based on the idea that airwaves were public 

property to be managed by government agencies.  

 

Governments today share some of the same impulses towards censorship and greater 

control of digital and social media on national security grounds.9 While it is neither 

practical nor desirable for the government to regulate social media the same way it did 

radio in the early twentieth century, it is possible to develop a regulatory framework 
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based on a similar principle that our most powerful media channels should act in the 

public’s interest, including on national security.  

 

A potential model could be found in the financial sector, where governments and banks 

have cooperated readily and openly on counter terrorism for several years. Broadly, the 

U.S. government does not monitor every financial transaction for compliance with anti-

terrorist financing laws. (It may for intelligence purposes.10) Instead, it monitors some 

transactions, typically guided by a targeted legal authority, such as a warrant or 

subpoena. Compliance is self-enforced, with banks filing regular reports of possible 

illegal activity with the Treasury Department. Failure to report, or failure to detect 

illegal activity can lead to heavy fines or jail time.11  

 

When this system was first introduced in 1970, it provoked strong objections from the 

banks, presaging today’s concerns from social media companies that the government 

was violating the constitutional rights of its customers and imposing undue costly 

administrative requirements. The Supreme Court ultimately weighed in, ruling that 

Congress had the power to compel banks to self-police and that the cost burdens were 

reasonable. Writing for the court, Justice Rehnquist observed “The bank plaintiffs 

proceed from the premise that they are complete bystanders with respect to transactions 

involving drawers and drawees of their negotiable instruments. But such is hardly the 

case.”12 The same could be said of today’s social and digital media companies.  

 

In Europe, where laws governing free speech are generally less absolute than in the U.S., 

social media companies already operate under similar requirements. In Germany, 

Facebook proactively scans and removes white-nationalist and neo-Nazi content, which 

is illegal under German law.13 In the U.S., however, social media companies are more 

hesitant to act on white nationalist content, as the boundary between acceptable 

political speech and support for far-right terrorism is open for debate.14  

 

It is neither fair nor prudent for government and society to offload responsibility for a 

delicate public task, such as defining the limits of free speech, to private companies. The 
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responsibility lies with governments, specifically legislatures, to define the public 

interests, set accordant expectations for industry. The rest of the U.S. media sector, 

primarily television, radio, and advertising, contends with a range of First Amendment-

compliant regulations that are designed to promote the public interest and support 

national security. The same should be possible for social and digital media. While 

politicians may find it expedient to blame large technology companies, they should 

instead lead difficult public conversations about the limits of free speech and the shared 

responsibilities we have to our civic society.15  

 

Investing in Security 
In addition to providing a clearer regulatory environment, governments should also 

invest in meaningful approaches that can prevent terrorist use of the internet. In my 

experience, much of the effort in this space is funded by large technology companies 

through corporate social responsibility programs. This is due in part to limited 

government funds for countering terrorism and violent extremism programs.16 These 

efforts are positive and should be continued. But letting companies decide how and 

where to focus the lion’s share of online CT efforts poses public policy challenges. What 

happens when the interests of the government and Silicon Valley differ?  

 

Governments can begin to address this by investing in technology partnerships with 

smaller companies that provide contracted services to governments and civil society 

partners. When the interests of the public and private sectors conflict, such as when 

Apple refused to unlock a terrorist’s iPhone in 2016, investment in technological 

alternatives gives governments additional recourse.17 The British government has 

adopted this approach fulsomely, investing £600,000 ($774,000) in independent 

technology that successfully detects terrorist content, something Silicon Valley had 

previously said was prohibitively expensive.18 19 

 

The cost of investing in technology that will protect American citizens from terrorist use 

of the internet should not be great, but it can be borne by industry. Another sector 

targeted by terrorists – airlines – also struggled with early attempts to share the CT 
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burden with government. During the skyjacking era of the 1960s, airlines strongly 

resisted Congressional efforts to require security screening of passengers. In debates 

that echo those today, the (then-booming) airlines were concerned that any new 

regulation could hurt profit and considered the cost of hijacked aircraft negligible.20  

 

It was not until a highjacked airline nearly crashed into a nuclear reactor in 1972 that 

the government successfully mandated security standards.21 The industry grudgingly 

accepted, but demanded the government pay for the screening. Ultimately, a balance 

was struck. The government permitted the airlines to hire private security contractors, 

funded by ticket surcharges.22 The practice continued until 9/11, when renewed 

concerns for passenger safety threatened the survival of the airlines and the government 

again intervened forcefully to regulate airline security.  

 

Conclusion 

Banks, airlines and radio might not seem the most adept analogues for today’s social 

media companies, but these cases show us that finding the balance between embracing 

new technology and preventing its misuse by criminals and terrorists has often been a 

contentious process. This tension is a feature of the U.S. system, where private 

companies enjoy stronger constitutional protections and social and political influence 

that they do in more statist systems (as my European CT colleagues are wont to point 

out).  

 

Counterterrorism is an essentially public function, administered under U.S. law by 

judicial authorities. It is not appropriate to expect private companies to conduct 

counterterrorism operations, such as intelligence gathering or countering propaganda, 

outside of this public system. It is also not in the public’s interest to allow the most 

powerful companies to define terrorism, or how to set the limits for how terrorists 

should be able to use the internet.  

 

U.S. counterterrorism authorities – including lawmakers – should work with industry to 

codify clear legal expectations for companies to prevent terrorist use of digital and social 
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media, including revising Section 230 of the Communications Decency Act. The White 

House should provide a national strategy for preventing terrorist use of the internet 

within its National Strategy for Counterterrorism that includes government investment 

in tools and technology independent from the largest companies’ corporate social 

responsibility initiatives. This challenge extends well beyond counterterrorism, 

however, and these efforts should be part of a wider political and social conversation 

about the role of the internet and digital and social media in American democracy.  
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