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Executive Summary 
The use of the internet for recruitment and the dissemination of violent extremist 

materials raises significant policy challenges for the European Union (EU), its 

Member States, and content sharing platforms (CSPs) 1 alike. This problem requires – 

through the eyes of the EU – a combination of legislative, non-legislative, and 

voluntary measures based on collaboration between authorities and CSPs with respect 

for fundamental (human) rights. 

 

Introduction  
Recent terrorist attacks across the world have demonstrated how terrorists abuse the 

internet to groom and recruit supporters, prepare and facilitate terrorist activity,  glorify 

their atrocities, and urge others to follow suit and instill fear in the general public. 

Because of this, social media is a powerful marketing tool for an extremist or extremist 

group. 

 

It seems unlikely that these forces can be driven off the internet entirely, but it is 

possible to take legal and non-legal action to make it more difficult for potential new 

recruits to find extremist content and conversations. In the last decade, we’ve witnessed 

the development and application by supranational institutions, governments, the 

private sector and civil society of shared principles, norms, rules, decision-making 

procedures, and programs that shape the evolution and use of the internet. These 

actions have placed social media at the center of a conflict between users’ rights to free 

speech and the public demands of preventing terrorism and crime.  

 

This presents the public with daunting practical challenges around how unprecedented 

flows of mediated communication and interaction can be effectively monitored and 

managed. The regulatory architecture that will emerge in response to these tensions and 

dilemmas may have far-reaching consequences for many years to come.  

This paper will address concrete policy and legislative steps that have been adopted in 

recent years and some that are at the time of writing still in the making by the European 
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Union. These steps are meant to tackle the dissemination of terrorist content and to 

push the social media industry and civil society actors to do more. This paper aims to 

provide an oversight of these policy and legislative choices. 

 

EU Internet Forum 

Beyond the legislative proposals, tackling the challenge of terrorist content online is a 

common effort that will require more cooperation between the private sector and public 

authorities. Voluntary arrangements under the EU Internet Forum (EUIF) have 

produced mixed results.  

 

The EUIF reached out to platforms including: Facebook, YouTube, Microsoft, Twitter, 

Internet archive, Justpaste.it, Wordpress, Snap, Soundcloud, Baaz, Dropbox, Mega, 

Userscloud and Telegram. Under the EUIF, more specific indicators for terrorism-

related reporting have been developed. Platforms have general reporting mechanisms in 

place. However, not all companies provide specific terrorism-related reporting.2 

The European Commission (EC) expects public-private cooperation under the EU 

Internet Forum to not only continue, but to strengthen in the future. Tech companies 

and governments also agreed to work together to counter violent extremism by 

developing interventions to redirect users away from extremist content. Nonetheless, a 

continuation or strengthening of the voluntary approach was discarded by tech 

companies and the Commission alike as not being sufficient enough for tackling 

terrorist content.3 

 

Towards Legislation 
Just as with the new European GDPR privacy law, Europe might still play a pioneering 

role. This problem requires a combination of legislative, non-legislative, and voluntary 

measures based on collaboration between authorities and providers, with respect for 

fundamental (human) rights. Some of the threat of illegal content has been mitigated by 

successful initiatives such as the social media industry-led Code of Conduct4 on 

countering illegal hate speech online. However, it is necessary to establish a legislative 
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framework for cross-border cooperation between national regulatory authorities to take 

down illegal content.  

A legislative proposal on terrorism content control has been under consideration since 

September 2018 amid fears that terrorist content on social media is contributing to 

radicalization.5 The issue took on a new urgency following the mass shooting at two 

mosques in Christchurch, New Zealand -- footage of which rapidly spread around the 

internet via Facebook Live. The Christchurch Call to Action: To Eliminate Terrorist and 

Violent Extremist Content Online text outlines "collective, voluntary commitments" 

from governments and internet companies6. Seventeen countries, the EC, and eight 

major tech companies have signed the non-binding accord.7 These include ensuring that 

there are effective counter-terrorism laws regarding the internet and that proactive 

measures are being taken to remove extremist content from social media. 

 

Limitations stem from the voluntary approach: For example, the reliance on 

commitments from companies, the limited outreach, the limited level of progress, and 

the need to significantly reduce accessibility to terrorist content.8  

 

The EU, the big players of the social media industry, and many EU Member States have 

recently agreed that the previous model – focused on self-regulation and voluntary 

content control by social media companies—has failed to effectively address online 

radicalization.9  

 

The result is a shift in the discourse across Europe, increasingly moving towards 

mandatory national and EU leveled legislative measures that make use of direct 

institutional oversight and incorporate the “responsibilization”10 of CSPs. Additionally, 

the new proposal gives the EC the option to use legislation for punitive and criminal law 

sanctions against such companies if they fail to act.  

 

Part of the Commission’s engagement with social media companies will involve 

monitoring and ensuring accountability. There is also the expectation that Member 

https://www.theverge.com/2019/3/15/18266859/new-zealand-shooting-video-social-media-manipulation
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States will adopt their own legal framework in their respective countries to make CSPs 

more responsible for the online content they host. The aim of the regulatory proposal is 

to reinforce these efforts and ensure that all companies at risk comply with a minimum 

set of requirements.   

 

Terrorist Content Regulation 
The European Commission (EC) is, at the time of writing, working on a legislative 

proposal to improve the detection and removal of illegal and terrorist content.11  The 

need to enhance action in relation to terrorist content online has also been reflected in 

calls by the EU Member States, and some (e.g. Germany’s NetzDG law12) have already 

legislated or have expressed plans to do so.  

 

These laws do not come without criticism. Serious concerns have been raised about the 

Regulation’s supposed ineffectiveness in combating violent extremism, collateral 

damage for human rights, and disparate impact on racial minorities, as well as the anti-

competitive impact of requiring small businesses to adopt expensive and poorly 

understood filtering technologies.13  

 

Much of the following is concerned with what is called ‘terrorist content control’.14 

These are efforts by the EC to regulate, on a supranational level and national level and in 

collaboration with CSPs, what material is available on the internet and allows for the 

removal of accessible yet ‘objectionable’ content and the erection of barriers to the 

uploading of such materials in the future.  

 

The proposed rules aim to fully respect the fundamental rights in the EU – notably 

those guaranteed in the Charter of Fundamental Rights of the European Union15 – and 

should only concern the spread of terrorist content online. Parliament backed the 

legislation with 308 votes in favor and 204 against, and now will have to negotiate the 

text with the EU's Council of Ministers. 

The rules proposed by the Commission have the potential to set a clear legal framework 

https://blog.mozilla.org/netpolicy/2019/02/13/terrorist_content_regulation/
https://www.ohchr.org/en/NewsEvents/Pages/DisplayNews.aspx?NewsID=24013&LangID=E
http://cyberlaw.stanford.edu/files/publication/files/Commission-Filing-Stanford-CIS-26-3_0.pdf
https://www.forbes.com/sites/nicolascolin/2018/09/17/the-eu-copyright-directive-wont-kill-the-internet-but-it-will-kill-startups/#27a2eabb3173
https://www.forbes.com/sites/nicolascolin/2018/09/17/the-eu-copyright-directive-wont-kill-the-internet-but-it-will-kill-startups/#27a2eabb3173
https://cdt.org/files/2019/02/Civil-Society-Letter-to-European-Parliament-on-Terrorism-Database.pdf
https://cdt.org/files/2019/02/Civil-Society-Letter-to-European-Parliament-on-Terrorism-Database.pdf
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and will help ensure terrorist content online is swiftly removed from platforms. This is 

best described in Amendment 7 of the proposal, Recital 4 which states that: 

“This legislative framework seeks to build on voluntary efforts, which 

were reinforced by the Commission Recommendation (EU) 

2018/3347 and responds to calls made by the European Parliament to 

strengthen measures to tackle illegal and harmful content in line with the 

horizontal framework established by Directive 2000/31/EC16 and by the 

European Council to improve the detection and removal of content that 

incites to terrorist acts.”17 

 

For the purpose of this paper, a short oversight will capture some of its key features18, 

but will not delve deeper into their possible implications and the ongoing discussions. 

 

The one-hour rule 
Informally, the one-hour rule already existed among some of the bigger platforms, but 

as Christchurch demonstrated, it had limited results. The fast removal of or disabling of 

access to terrorist content is often essential in order to limit wider dissemination and 

potential harm. Thus, CSPs should be able to take quick actions. To strengthen public 

security and combat radicalization, CSPs should remove terrorist content within one 

hour after receiving an order from the authorities. 

 

Terrorist content is considered most harmful in the first hours after it appears online 

because of the speed at which it spreads and therefore its reach. With this in mind, the 

Commission proposed a legally binding one-hour deadline for content to be removed 

following a removal order from national competent authorities.  

 

Strong and Deterrent Financial Penalties 
Member States will have to effectively and proportionately penalize companies for not 

complying with orders to remove online terrorist content. In the event of systematic 
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failures to remove such content following removal orders, a CSP could face financial 

penalties of up to 4% of its global turnover for the last business year. 

 

A Duty of Care Obligation  
Depending on the risk of terrorist content being disseminated via their platforms, social 

media companies will also be required to take proactive measures – such as the use of 

new tools – to better protect their platforms and their users from terrorist abuse. 

Companies would have to invest in technology that improves capability to detect (e.g. 

automated detection tools) and remove terrorist and violent extremist content online.  

 

Although agreeing with most of the proposal, the Civil Liberties Committee (LIBE)19 

rejected the ‘duty of care obligation’ claiming platforms would subsequently be obligated 

to monitor content and filter uploads using automated detection tools. 

The challenge is that any proactive measures should be proportionate to the risk and the 

economic capacity of the company involved. For internet giants, with plenty of capacity 

available to them, this wouldn’t be as much of a challenge compared to smaller 

companies with limited capacity.  

 

Increased Cooperation 
The proposal sets up a framework for strengthened co-operation between CSPs, 

Member States and Europol. CSPs and Member States will be required to designate 

points of contact reachable 24/7 to facilitate the follow-up to removal orders and 

referrals.  

 

National authorities are tasked with detecting and identifying terrorist content, and 

issuing removal orders and referrals. In doing so they should cooperate with CSPs, the 

authorities in other Member States, and with Europol. To avoid duplication and possible 

interferences with investigations, they should inform and cooperate with each other and 

Europol when issuing removal orders or sending referrals to CSPs. 
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Strong Safeguards 
The proposal pushes platforms to increase blocking illegal content using private Terms 

of Service (TOS). This is not without risk, so the proposal contains a number of 

safeguards to address freedom of expression concerns.  

 

Most importantly, the proposal requires platforms to allow users to submit complaints if 

they believe their content has been removed unjustifiably. Where content has been 

removed unjustifiably, the CSP will be required to reinstate it as soon as possible. 

Furthermore, the proposal requires human oversight and verification of automated tools 

that remove terrorist content to prevent unjustified removals. 

 

Content providers will be able to rely on effective complaint mechanisms that all 

platforms will have to put in place. Lastly, effective judicial remedies should also be 

provided by national authorities and platforms or content providers will have the right 

to challenge a removal order. 

 

Increased Transparency and Accountability 
Annual transparency reports required from CSPs and Member States on how platforms 

tackle terrorist content, as well as regular reporting on proactive measures, will 

guarantee transparency and oversight. 

 

Provisions to ensure transparent processes, and reporting to authorities and the 

Commission, would increase the accountability and trust in the content moderation 

process. It would also support policy-makers and national authorities in combating 

terrorist content and allow users to better understand how hosting service providers 

apply their content management policies.20 

 

Empowering Alternative Narratives 
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Reducing accessibility to terrorist content online is only one aspect of the EU's response 

to online radicalization. Terrorist and extremist groups are adept at capitalizing on 

technology and social media to spread their propaganda, and to radicalize and recruit 

supporters. Many civil society organizations are actively providing alternative narratives 

and sharing moderate voices, but they often lack the capacity or resources to produce 

and disseminate these messages effectively online.21 

 

The EUIF also aims to empower civil society partners to increase the volume of 

alternative narratives online. Parallel to the legislative response and the use of filtering 

tools, the Commission has been supporting civil society actors in the promotion of 

credible, positive alternatives and counter-narratives. Through the Civil Society 

Empowerment Programme (CSEP), the Commission aims to provide civil society actors 

with the skills and knowledge to deliver effective online campaigns and has been 

launched to support credible voices in the dissemination of positive, alternative 

narratives throughout Europe.22 

 

Following a pan-European training program for civil society partners in 2017, a first call 

for proposals in 2018 lead to the selection of 11 projects for funding. The projects were 

launched in Brussels on 30-31 January 2019 through CSEP and are underway at the 

time of writing.  

 

Conclusions 
The EU’s response on preventing the dissemination of terrorist content has been built 

on trial and error through collaborations and voluntary arrangements and is now taking 

the next step towards legislation. The EU is recognizing that terrorism and 

radicalization are complex societal problems that require all of society, including the 

online world. The internet for all its benefits and despite a scientific lack of 

understanding on the social implications and effects of terrorist content, is in need of a 

legislative framework to comprehensively address these issues.  

Because online threats have no borders, tech companies should be held to consistent 
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standards -- they need clarity about their options to act and the consequences if they 

don’t. In this regard, the proposal raised some significant issues that needed to be 

addressed. Despite some vital amendments, the proposal will still need more political 

agreement before it is enacted into law. The proposal is, to the authors knowledge, 

unprecedented and shows strong political will to act despite the risks involved. 

Whatever the outcome, the EU and most of its Member States can no longer accept the 

current status quo.  

 

Legislation on removing perceived hateful and possibly dangerous voices online should 
work in concert with civil society and positive voices. One of the key lessons is that 
effective online counterterrorism measures and the protection of freedom of expression 
are not conflicting per se, but have the potential to be complementary and mutually 
reinforcing. The importance of taking measures to prevent the dissemination of terrorist 
content online is clear to all, even its most prominent critics.  

 

The Council, the Commission, and Parliament need to ensure that the collective efforts 
to address these challenges remain effective, efficient, and consistent with applicable 
human rights principles.  
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Suggested Sources 
 
• P8_TA-PROV(2019)0421 Tackling the dissemination of terrorist content online ***I 

European Parliament legislative resolution of 17 April 2019 on the proposal for a 

regulation of the European Parliament and of the Council on preventing the 

dissemination of terrorist content online (COM(2018)0640 – C8-0405/2018 – 

2018/0331(COD)) 

• http://www.europarl.europa.eu/doceo/document/TA-8-2019-

0421_EN.pdf?redirect 

• Proposal for a REGULATION OF THE EUROPEAN PARLIAMENT AND OF THE 

COUNCIL on preventing the dissemination of terrorist content online A contribution 

from the European Commission to the Leaders’ meeting in Salzburg on 19-20 

September 2018 

• COM/2018/640 final 

• https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=CELEX:52018PC0640 

• The Christchurch call 

• https://blogs.microsoft.com/on-the-issues/2019/05/15/the-christchurch-call-and-

steps-to-tackle-terrorist-and-violent-extremist-content/ 

• http://www.europarl.europa.eu/news/en/press-room/20190410IPR37571/terrorist-

content-online-should-be-removed-within-one-hour-says-ep 

• https://ec.europa.eu/digital-single-market/en/news/commission-recommendation-

measures-effectively-tackle-illegal-content-online 

• https://www.ivir.nl/publicaties/download/TERREG_FoE-ANALYSIS.pdf 

• https://ec.europa.eu/commission/sites/beta-political/files/soteu2018-preventing-

terrorist-content-online-swd-408_en.pdf 
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