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Executive Summary 
 

Policymakers in the United States know that terrorists and violent extremists exploit 

information and communications technologies (ICTs), but the government still 

struggles to prevent and counter these threats. Although the U.S. does not face these 

challenges alone, the strategies and policies emphasized by some of its greatest allies are 

not viable or suitable frameworks for domestic policymakers. Since these threats persist, 

however, the U.S. government must develop a cohesive strategy to prevent and counter 

terrorist and violent extremist exploitation of ICTs. The approach should rest on the 

pillars of pragmatism, proportionality, and respect for the rule of law, and aim to 

disrupt terrorist and violent extremist networks in the digital sphere. To pursue this 

objective, the following brief calls for political leaders to create an interagency working 

group to formalize leadership and conduct a comprehensive assessment of terrorist and 

violent extremist abuse of ICTs. The evaluation must also weigh the costs and benefits 

associated with responses to these threats. Then, government officials should work to 

enhance the capability and coordination of government-led efforts, pursue partnerships 

with non-governmental entities, and facilitate productive engagements with the 

technology industry. In short, this approach would allow the government to use 

legislation, redress, and strategic outreach to empower more players to responsibly 

prevent and counter terrorist and violent extremist exploitation of ICTs. 
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Introduction1 

 

On May 15, 2019, several world leaders and technology providers signed onto the 

Christchurch Call, a pledge to tackle terrorist and extremist violence online.1 Arising two 

months after a terrorist live-streamed the shootings that killed 51 people within the 

Muslim community of Christchurch, New Zealand, the Call sought to unite various 

governments and online service providers “to eliminate terrorist and violent extremist 

content online.”2 State signatories of the non-binding pledge include Australia, Canada, 

the European Commission, France, Germany, Indonesia, India, Ireland, Italy, Japan, 

Jordan, the Netherlands, New Zealand, Norway, Senegal, Spain, Sweden and the United 

Kingdom.3 The United States did not sign onto the Call, though U.S. representatives 

attended the summit to support the broader effort.  

 

The White House explained the decision to abstain from the pledge with the following 

statement:  

 

“While the United States is not currently in a position to join the endorsement, 

we continue to support the overall goals reflected in the Call. We will continue to 

engage governments, industry, and civil society to counter terrorist content on 

the Internet” … “We continue to be proactive in our efforts to counter terrorist 

content online while also continuing to respect freedom of expression and 

freedom of the press” … “Further, we maintain that the best tool to defeat 

terrorist speech is productive speech, and thus we emphasize the importance of 

promoting credible, alternative narratives as the primary means by which we can 

defeat terrorist messaging.”4 

 
                                                           
1For the sake of scope and clarity, this policy brief discusses the future of efforts to prevent and counter 
terrorist and violent extremist exploitation of information and communication technologies (ICTs) in the 
United States. The brief uses the phrase “prevent and counter terrorist and violent extremist exploitation 
of ICTs” because it best represents the spectrum of proactive and reactive measures the government may 
leverage to mitigate different threats posed by ideologically-motivated violence in the U.S.   
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The U.S. government’s history of abstention from agreements that brush up against the 

First Amendment made its decision not to formally endorse the Christchurch Call 

relatively unsurprising.5 However, the choice elicited an array of responses.6 Despite 

differences in opinion, many commentators concluded that the U.S. should still do 

something to confront the dangers posed by terrorist and violent extremist exploitation 

of information and communication technologies (ICTs). Given the high-stakes of policy 

decisions concerning this matter, namely security, speech, and privacy, action for the 

sake of action is perilous. Since the cost of measures to address terrorists and violent 

extremists in the digital sphere could potentially outweigh the benefits, key tradeoffs 

require thorough consideration. In order to support the decision-making process, the 

following policy brief proposes a roadmap to prevent and counter terrorist and violent 

extremist abuse of ICTs in America. This approach pushes the government to develop a 

plan to pragmatically and proportionally confront these threats as they persist and 

evolve. Even without formally signing onto the Christchurch pledge, the U.S. can create 

a plan to prevent and counter terrorist and violent extremist exploitation of ICTs and 

reassure allies by demonstrating commitment to this agenda.  

 

Although domestic policymakers emphasize issues concerning social media and the 

Internet, and identify meaningful actions to address the problem, past and present 

national security and counter-terrorism strategies lack sufficient mandates to 

coordinate a policy agenda to prevent and counter terrorist and violent extremist 

exploitation of ICTs in America.7 Over time, this resulted in cursory responses to long 

term, dynamic threats, and the government struggled to develop meaningful 

partnerships with civil society and the technology industry. In order to chart a more 

practical course of action, the U.S. must fully comprehend the issue and discern the U.S. 

government’s role in directing and facilitating efforts to intervene in the exploitation of 

ICTs.  

 

This brief posits that political leaders should make “marginalization strategy”8 their 

guiding principle, and push for policies and laws that advance a strategic approach to 

prevent and counter terrorists and violent extremists in the digital sphere.9 If 
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policymakers rest on the pillars of pragmatism, proportionality, and the rule of law, they 

can identify new ways to tackle the threats posed by the exploitation of ICTs. In 

application, decisionmakers would pursue options that inflict the least harm to achieve 

beneficial outcomes. By striving to mitigate rather than eliminate terrorist and violent 

extremist activity online, U.S. political leaders can develop a more holistic approach that 

addresses the ecosystem of platforms and players that comprise nefarious social 

networks. Pursuing this objective requires the government to mandate efforts to identify 

measures to weaken the influence of violent extremists online, and task an entity 

capable of coordinating and facilitating efforts to prevent and counter violent extremist 

exploitation of ICTs. With this approach, the government can use legislation, redress, 

and strategic outreach to help coordinate and capacitate the range of actors against the 

exploitation of ICTs, empowering critical players such as civil society groups and private 

companies.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



ALEXANDER | PROGRAM ON EXTREMISM 
 

 

 7 A PLAN FOR PREVENTING AND COUNTERING TERRORIST AND VIOLENT 
EXTREMIST EXPLOITATION OF INFORMATION AND COMMUNICATIONS 

TECHNOLOGY IN AMERICA  

Background 
 

Before delving into a discussion about how the U.S. government can configure an 

alternative approach to prevent and counter terrorist and violent extremist exploitation 

of ICTs, it is useful to review the nature of the problem, discuss contemporary trends, 

and examine past and present efforts to address the digital networks of terrorists and 

violent extremists in the U.S. and abroad.  

 

As a starting place, while there is some utility in discussing the “online” and “offline” 

spheres as distinct spaces, the digital and physical arenas are inextricably linked. 

Challenges facing the security community writ large, such as establishing jurisdiction or 

defining what constitutes terrorism and violent extremism, can affect how policymakers 

and practitioners confront threats involving ICTs.10 Although the terms “internet 

radicalization” and “online radicalization” arise in discourse and about cases involving 

ICTs, these labels do not sufficiently account for the underlying causes and precipitants 

of radicalization.11 The security community broadly recognizes that technologies have 

some relationship with violent extremism and terrorism, but the nature of that 

relationship remains subject to debate and requires further investigation.12 Put simply, 

“the extent to which extremists utilize social media, and whether it influences terrorist 

outcomes, is still poorly understood.”13 Even if a few trends are discernable, the lack of 

consensus regarding the precise effects of technology on terrorists and violent 

extremists suggests that there is not one monolithic relationship between individuals, 

organizations, tools, and ideas.14 

 

Terrorist and violent extremist exploitation of ICTs is not a new phenomenon, and 

contemporary assessments of this problem are not unlike the observations some 

analysts articulated more than a decade ago.15 Much research focuses on the use of 

technology by jihadists, but the exploitation of ICTs is not unique to these movements.16 

The far-right, for example, has a long legacy of using ICTs, especially in the U.S.17 

Regardless of ideology, technologies can improve the capabilities of terrorists and 

violent extremists by enhancing functions such as content production and 
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dissemination, information gathering, fundraising, recruitment, and tactical planning.18 

Today, extremists in the U.S. and abroad use ICTs for a range of activities, and now 

integrate a more extensive array of tools including, but not limited to, social media, 

messengers, file-sharing sites, financial tools, web-archives, secure browsers, mobile 

security applications, virtual private networks (VPNs), and physical digital media, like 

thumb drives, hard drives, and smartphones.19 In practice, much like non-extremist 

users, terrorists and violent extremists flow naturally across different platforms and 

tools rather than using one in isolation.20 For this reason, awareness of the mediums 

and methods that matter to these actors, and the ecosystem of communications they 

comprise, is critical to policymakers and practitioners tasked with preventing and 

countering these threats.  

 

Narrowing the focus, terrorists and violent extremists in America are not uniform in 

their uses of ICTs.21 Individuals seem to select technologies that allow them to pursue 

their objectives. For example, while a broad-based social media platform may lend itself 

to broadcasting propaganda,  an encrypted messenger may be preferable for 

communications about attack planning.22 Although more research is necessary, data 

from the National Consortium from the Study of Terrorism and Responses to Terrorism 

show that an increasing number of radicalized extremists in the U.S. leverage “user-to-

user” platforms to virtually connect with communities and share information and 

ideas.23 In spite of the uptick in this form of online engagement, researchers note that 

“user-to-user communications do not appear to increase the likelihood that extremists 

will be successful in traveling to foreign conflict zones or committing acts of domestic 

terrorism.”24 On the contrary, analysis of the PIRUS dataset finds that “the extremists 

who were most active on social media had lower success rates regarding foreign fighter 

travel and terrorist plots than individuals who were not as active on social media.”25 

This is partly because extremists’ presence on such public platforms offers more 

opportunities for detection and disruption by law enforcement.26 With a better 

comprehension of the digital environment leveraged by terrorists and violent 

extremists, it is easier to assess the U.S. government’s efforts to address these threats 

and discuss possibilities for a reconfigured approach.  
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Terrorists and violent extremists are proactive and agile in their exploitation of ICTs, 

but the government is conventionally bureaucratic, risk-averse, and slow to develop 

cohesive responses to these problems. While necessity and opportunism govern the 

behavior of extremists and their virtual networks, a range of different legal boundaries 

define the scope of the U.S. government’s actions at home and abroad. These factors, 

along with national security strategies, policy agendas, and the ebb and flow of 

resources, determine what measures the government can feasibly implement to meet 

requirements and achieve objectives. Over the years, political leaders in the U.S. offered 

little strategic guidance on how to prevent and counter terrorist and violent extremist 

exploitation of ICTs domestically, by messaging or other means.27 The absence of a plan 

founded on strategy, policies, and laws is both the cause and symptom of insufficient 

mandates and authorities for leadership on the issue. Even though domestic responses 

to terrorist and violent extremist use of technology and communications are modest 

compared to the country’s efforts abroad,28 it is difficult to describe the government’s 

actions to address the problem in a cohesive way.29  

 

At the federal level, several bodies attempt to intervene in matters concerning the nexus 

of technology and violent extremism.30 A truncated list of entities involved in domestic 

efforts includes the Department of Homeland Security, the Department of Justice, the 

Federal Bureau of Investigation, the National Counter Terrorism Center, the National 

Security Council, and Congress. With a lack of direction and no requirements for 

progress, parts of the government dabbled with a range of methods including counter-

messaging, awareness briefings, partnerships, and legislation.31 Where some initiatives 

showed promise then failed to materialize as intended,32 other measures may have 

complicated concurrent efforts to prevent and counter terrorism and violent 

extremism.33 

 

Over the last few years, the Countering Violent Extremism Task Force, housed at the 

Department of Homeland Security, directed some attention towards technology-related 

matters in an interagency framework. Although the Task Force put the issues 
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concerning the internet and social media on its agenda, the body did not serve as a full-

fledged coordination effort. Among other measures, the Task Force convened the 

“Digital Forum[s] on Terrorism Prevention” with private companies, academic 

institutions, and organizations including Tech Against Terrorism. These forums brought 

together an array of stakeholders and flagged some evidence-driven recommendations 

for policymakers and practitioners.34 In February 2018, the Task Force also worked with 

partners including the U.K. Home Office to launch an online training course entitled 

“Countering Terrorists Exploitation of Social Media and the Internet.”35 Though such 

steps promoted issue-specific information both inside and outside of the government, 

the plans to continue addressing the matter through the Task Force are unclear. At least 

in part, the Task Force’s struggle to advance efforts regarding terrorist and violent 

extremism exploitation of technology is attributable to wavering priorities within the 

government and subsequent discontinuity in resources to the Task Force.36 Without 

strategies, policies, and laws that allow government institutions to sustainably fund and 

facilitate efforts towards select objectives, any entity attempting to advance matters 

concerning technology and terrorism in the U.S. will likely face the same challenges as 

the Task Force.  

 

Since many factors limit the government’s ability to intervene in threats posed by 

terrorist and violent extremist exploitation of ICTs in the U.S., engagement with civil 

society and private industry represents a vital part of the government’s toolkit. Research 

shows that scholars and practitioners in the field regard online counter-messaging as an 

inherently problematic approach for the government to pursue domestically, given 

concerns about protected rights and freedoms as well as a lack of evidence about the 

effectiveness of such initiatives.37 Even so, some political leaders saw select public-

private partnerships “as success stories and a less risky way for the government to be 

involved in [counter-speech] efforts.”38 Ultimately, as public-private partnerships faced 

challenges, the government’s emphasis on the role of social media providers increased. 

 

Like other Western countries, the U.S. government envisions some role for technology 

providers in the fight against violent extremist groups. Political calls for tech companies 
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to address terrorist propaganda have continued over the last ten years.39 The Obama 

administration began prioritizing dialogue with the tech industry in late 2015 and early 

2016 after a spate of attacks in Europe and the U.S. suggested that existing measures to 

counter violent extremists were insufficient.40 The administration reportedly held high-

level talks with Apple, Facebook, Twitter, and Google.41 In 2016, an initiative called the 

‘Madison Valleywood Project’ encouraged the tech and entertainment industries to 

assist in the fight against terrorism. The project promoted counter-speech and 

emphasized the enforcement of companies’ terms of service.42 Ultimately, the project 

did not remain a recognized component of the government’s agenda, and political 

leaders have not articulated how the U.S. government will engage with service providers 

to empower companies against the exploitation of their platforms.  

 

While political leaders in other Western countries tend to be more aggressive in their 

demands for major social media providers to expedite the removal of promotional 

content online,43 “the removal of extremist content from circulation is not universally 

viewed as acceptable” within the counter-extremism community in the United States, 

“especially when the government is driving the process.”44 Without agreement on how 

the U.S. government should engage technology providers on the topic of terrorist and 

violent extremist exploitation of ICTs, different facets of the government created 

confusion and pursued competing approaches.45 To mitigate this problem and enhance 

efficiency in the future, government interactions with technology providers require 

more strategic coordination and continuity.46  

 

Without reviewing all of U.S. allies’ efforts to curb extremist messaging online, from the 

Christchurch Call to legislation regulating technology providers, it is helpful to discuss 

which elements of those approaches are not suited for the threat picture in America. The 

U.S. government cannot always leverage counter-messaging and content-removal 

techniques domestically, but the opportunities and challenges of these methods may 

highlight important considerations for policymakers and practitioners.  
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First, in some European models, the political and tactical reliance on content-removal 

and account suspensions on a few major social media platforms is reactive and struggles 

prevent or counter many mechanisms and methods terrorists and extremists use to 

advance their aims.47 For example, even when problematic sites, accounts, and 

materials are removed, they often resurface and continue to flow across various 

platforms.48 Although content removal offers many benefits and should remain part of 

the toolkit to prevent and counter terrorism and violent extremism, this method is not 

sufficient in isolation.49 Similarly, the involvement of major social media companies on 

this issue is necessary, but not the solution to the problem.      

 

Next, the broader aim of eliminating terrorist and violent extremist content online is 

attractive to many Western countries,50 but in the U.S., this is not a pragmatic, 

proportional, or tangible goal. Vague standards and broad definitions of terrorist 

content in several laws and legislative proposals have drawn criticism for inviting risks 

of censorship by over-removal.51 The First Amendment protects speech that is offensive, 

disagreeable, or concerning, but does not protect all speech,52 including fighting words, 

incitements to imminent violence, defamation, obscenity, and true threats.53 Just as 

these legal thresholds present challenges in practice, discerning what constitutes 

terrorist and violent extremist content online, and whether it is legal or illegal, is 

difficult.54 Promotional, instructional, or threatening materials may clearly violate a 

company’s terms of service or break the law in some cases, but actions involving 

terrorism or violent extremism and ICTs regularly defy black and white categorization.55 

The parties that determine the acceptability of content grapple with a range of 

dynamics, including scenarios in which activists, scholars, and news media share 

propaganda, and instances in which terrorists and extremists disseminate materials that 

do not violate a company’s terms of service or break the law.56  

 

Although certain companies are not willing to execute government requests, or prefer 

meeting behind closed doors, many lack the resources to police their platforms to the 

degree that governments envision.57 When public officials want to flag content for 

removal, they can use either legal orders or administrative referrals to instigate the 
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process.58 Some companies can and do evaluate the legitimacy of government requests 

to an extent, which is challenging for even the best-resourced companies, but those 

without the means to asses orders may ignore requests altogether or comply as much as 

possible to avoid further scrutiny from officials.59 Research discussing the effects of 

intermediary liability laws on the behavior of companies finds that “when platforms face 

legal risks for user speech, they routinely err on the side of caution and take it down.”60 

While unintended, such regulatory configurations may result in over-removal.61  

 

In light of this consequence, it is crucial to remember that legal orders and referrals by 

governments are not always legitimate. In April 2019, for example, as the European 

Parliament prepared to vote on legislation requiring sites to take down materials 

reported as terrorist content within one hour, the “Internet Archive Blog” (connected to 

archive.org) posted an article about how the French Internet Referral Unit falsely 

identified and reported “hundreds of URLs on archive.org as ‘terrorist propaganda’” in 

one week.62 The blogpost raises some critical considerations, including:  

 

“how can the proposed legislation realistically be said to honor freedom of speech 

if these are the types of reports that are currently coming from EU law 

enforcement and designated governmental reporting entities? It is not possible 

for us to process these reports using human review within a very limited 

timeframe like one hour. Are we to simply take what’s reported as “terrorism” at 

face value and risk the automatic removal of things like THE primary collection 

page for all books on archive.org?” 

 

Concerns that technology providers are strategically and tactically slow to address 

terrorist and extremist abuse of their platforms are not wholly unfounded; however, 

political leaders in America need to move forward and attune themselves to the 

technicalities and tradeoffs involved in preventing the exploitation of ICTs at this 

scale.63 If policymakers do not have a basic understanding of the mediums that matter 

to terrorists and violent extremists, and lack perspective on how the issue compares to 

other technology-related threats in the U.S., they cannot exercise leadership, create 
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standards, and promote good governance. Realistically, terrorist and violent extremist 

activities represent just one of many issues that demand attention from the technology 

industry and government officials.64 For example, if a small company has finite 

resources to address public policy concerns and illegal activity, it may prioritize taking 

down child pornography over propaganda. The government’s approach to prevent and 

counter exploitation of ICTs must pragmatically and proportionally weigh the severity of 

concurrent threats in the virtual landscape. 

 

Policymakers and political leaders in the U.S. vested with protecting speech while 

preventing and countering terrorist and violent extremist exploitation of ICTs should 

develop an evidence-based strategy and implementation plan. Domestically, the 

government’s actions on this front are insufficient because they lack the direction and 

coordination necessary to confront these issues in the short-, medium-, and long-term. 

The current approach, left unchanged, could affect the lives of Americans in less obvious 

ways by undermining security and free speech in the U.S., as regulations abroad have 

global effects. By creating a framework to prevent and counter the abuse of ICTs without 

bearing some of the same costs associated with more stringent approaches to regulating 

content online, the U.S. government can complement the work of its allies and other 

signatories of the Christchurch Call.   
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Foundational Considerations 
 

As discussed, a range of competing factors shape the U.S. government’s responses to 

terrorist and violent extremist exploitation of ICTs in America, but ad-hoc efforts do not 

amount to a synergistic plan. Since short-term fixes are not a sufficient response to 

perpetual and evolving threats, political leaders need to push for a strategic approach, 

based around policy and law, to prevent and counter terrorists and violent extremists in 

the digital sphere. Policymakers interested in charting this alternative course can use 

the “marginalization strategy”65 as a guideline for a more comprehensive approach to 

preventing and countering extremist exploitation of ICTs.66 Rather than casting the 

issue as a problem to solve, the marginalization paradigm requires political leaders to 

recognize the tenacity and adaptability of terrorist and violent extremist networks. It 

also requires policymakers to develop responses to issues in the short-, medium-, and 

long-term.  

 

The principles of pragmatism, proportionality, and respect for the rule of law should 

serve as defining pillars of the U.S. government's policy for preventing and countering 

terrorist and violent extremist exploitation of ICTs. These ideals help ensure that the 

government makes appropriate considerations to protect speech, civil liberties, and 

privacy in addressing terrorists and violent extremists online. Following such principles, 

the U.S. government can focus less on responding to terrorist and violent extremist 

abuse of ICTs, and more proactively and responsibly facilitate efforts to weaken the 

influence of the virtual networks and undercut the tools involved in the process of 

radicalization, recruitment, and mobilization. In pursuit of these aims, political leaders 

in America can explore a mix of legislation, redress, and outreach to better empower the 

range of public and private partners to prevent and counter terrorist and violent 

extremist exploitation of ICTs in the U.S.  
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Recommendations 
 

The following section discusses opportunities and considerations for political leaders in 

the U.S. who want to develop a strategic approach to prevent and counter terrorist and 

extremist exploitation of ICTs in America. Although various government bodies could 

potentially implement the recommendations below, this brief calls for the White House 

to kickstart the process by creating a strategy. Pursuing these objectives while 

promoting and protecting certain rights and values requires political leaders to weigh 

tradeoffs and adhere to the principles of pragmatism, proportionality, and respect for 

the rule of law. The points articulated below demonstrate how the government can 

configure a domestic approach to prevent and counter terrorist and violent extremist 

abuse of ICTs. 

 

A. Create an interagency working group to formalize leadership on domestic efforts, 

and task this body with planning and coordinating efforts to prevent and counter 

terrorist and violent extremist exploitation of ICTs in America 

 

● Any task force, working group, or office charged with these efforts must receive the 

authority and resources necessary to action-plan, convene stakeholders, and 

instigate change. In 2013, the White House established the “Working Group to 

Counter Online Radicalization to Violence.”67 The group was meant to develop plans 

for an internet safety approach to address violent extremism online and intended to 

coordinate the federal government’s efforts to counter online radicalization to 

violence, but the plans never fully materialized.68 Later, the Countering Violent 

Extremism Task Force devoted some attention to specific matters concerning 

technology, but these efforts also lost traction due to a lack of resources.69 Critics 

might argue that a new iteration of these bodies will likely meet the same fate, the 

political landscape concerning terrorist and extremist use of the internet is 

increasingly tenuous, and demands for action are growing.70 The working group 

should include representatives from the National Security Council, the Department 

of Justice, the Department of Homeland Security, the National Counterterrorism 
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Center, and the Federal Bureau of Investigation, along with rotating positions for 

subject-matter experts and members of civil society organizations. Ideally, the 

working group would also engage other national security entities within the State 

Department and Department of Defense, to streamline efforts when possible and 

exchange best practices. 

 

B. Conduct a comprehensive assessment of terrorist and violent extremist exploitation 

of ICTs in America and identify short-, medium-, and long-term responses to the 

problem. Once completed, the working group should use this assessment to inform an 

implementation plan for the strategy. 

 

● After a robust assessment of terrorist and violent extremist exploitation of ICTs in 

America, the interagency working group should survey viable courses of action. In 

addition to reviewing potential policies, laws, and regulatory approaches, the survey 

should examine public-private partnerships, and techniques such as issuing best 

practices, counter-messaging, strategic communications, and methods of content 

moderation. In doing so, the working group must consider the potential for harm 

and rationally weigh the opportunity cost of various interventions to determine the 

suitability of such measures given the scope of the problem. As the working group 

evaluates options for legislation, redress, and other measures, it must elevate 

pragmatic and proportional responses to terrorists and violent extremists online that 

uphold the values important to democratic societies.71 This brief raises a few 

examples that deserve policymakers’ consideration.72 

 

▪ Discuss intermediary liability and Section 230 of the Communications Decency 

Act (47 U.S.C. § 230) - Government officials, legislators, and judges must help 

ensure that policies and laws evolve with the information environment through 

either judicial interpretation or legislation. Section 230, for example, is an 

essential part of the discussion about how to empower technology providers 

against terrorist exploitation of their platforms.73 The statute offers “protection 

for ‘good Samaritan’ blocking and screening of offensive material,” stating that 
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“no provider or user of an interactive computer service shall be treated as the 

publisher or speaker of any information provided by another information content 

provider.”74 In short, the 1996 measure creates legal safeguards for network 

providers by ensuring that, with a few exceptions, platforms cannot be sued for 

content posted by a user, even if the company moderates some materials.75 

Lawmakers intended to create a safe space for companies to enforce their 

platforms by leveraging incentives and protections rather than legal mandates. 

This was a relatively “pragmatic calculation” given that stringent intermediary 

liability laws can invite risks to free expression as well as hinder business and 

technological development.76 Today, some scholars argue that the good 

intentions of Section 230 in censoring “‘offensive’ materials are inconsistent with 

outlandishly broad interpretations that have served to immunize” the most ill-

behaved platforms from liability.77 In other words, the statute affords blanket 

protections to service providers, including those that have not necessarily earned 

them in good faith. In “The Internet Will Not Break,” Danielle Keats Citron and 

Benjamin Wittes argue that Section 230 needs revising, explaining, “If courts do 

not construe the scope of federal immunity to avoid injustice… Congress should 

amend the law.”78 Citron and Wittes suggest that free speech and public safety 

are not mutually exclusive aims, explaining, “with modest adjustments to §230, 

either through judicial interpretation or legislation, [the U.S.] can have a robust 

culture of free speech online without shielding” deliberately dubious platforms 

from liability.79 As some scholars discuss ways to use Section 230 to confront 

issues posed by terrorist and violent extremist exploitation of ICTs,80 critics of 

such recommendations raise concerns about the importance of protecting 

intermediaries and promoting free speech.81 The Center for Democracy and 

Technology, for example, along with other advocacy groups and legal scholars, 

recently released a guide for legislators engaging with Section 230 to increase 

awareness about “how the statue works and why changing it would raise 

significant risks to free expression online.”82 Ultimately, since perspectives on the 

right course of action for Section 230 differ, the interagency working group 

should seize this opportunity to foster a robust discussion weighing the costs and 
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benefits of intermediary liability and identify alternative means to prevent and 

counter exploitation of ICTs.  

 

▪ Assess the utility of issuing guidance and best practices for relevant 

stakeholders – Since any legislative approach to prevent and counter terrorist 

and violent extremist exploitation of ICTs would take time to develop, the 

interagency working group should examine alternatives to prescriptive standards, 

such as issuing guidance and best practices for public and private partners.83 For 

example, the working group might develop such materials for technology 

companies, ideally with input from subject-matter experts, advocacy groups, and 

private industry representatives. Instead of pursuing amendments to CDA § 230 

to prevent and counter terrorist and violent extremist exploitation of ICTs, an 

approach that lawmakers used to confront sex trafficking online, the government 

could recommend practices for good Samaritan blocking and screening of 

terrorist and violent extremist content. Given the resilience of terrorists and 

violent extremist networks online, and the tradeoffs associated with existing 

measures to disrupt them, the interagency working group might issue 

recommendations that advance a more pragmatic approach to the problem. 

Beyond the tactics of removing content or suspending accounts, the working 

group could encourage companies to pursue other productive methods to prevent 

and counter terrorist and violent extremist abuse of their platforms such as 

crafting or clarifying terms of service; articulating and refining definitions of 

“hate speech” and “extremist material;” participating in inter- and cross-sector 

collaboration;84 inviting independent third-party assessments;85 considering 

various models for access (such as password-protected content, age restrictions 

for select materials, or temporarily limited functionality for users that continually 

violate terms of service); promoting counter-speech; utilizing moderation 

mechanisms that complement take-downs; flagging bots and spam; formalizing 

legal channels and procedures for law enforcement; recording and reporting 

government requests; providing opportunities for repeal; engaging civil society 

groups; and publishing transparency reports that sufficiently detail companies’ 
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efforts. Ideally, recommendations by the working group could empower 

companies of diverse sizes and capabilities to take proportional steps to prevent 

and counter terrorist and violent extremist abuse of their platforms. Although 

some critics might argue that this approach creates no real incentives or 

requirements for stakeholders to change their behaviors, the rationale for issuing 

guidance and best practices extends beyond instigating action from technology 

providers. For instance, recommendations for the technology industry by the 

government help advance the agenda to prevent and counter terrorist and violent 

extremist exploitation of ICTs, and promote transparency, accountability, and 

collaboration. 

 

▪ Consider the revival of The Office of Technology Assessment (OTA) – In 1972, 

the OTA was established to equip lawmakers with objective and up-to-date 

analyses on matters concerning technological development.86 While the Office of 

Science and Technology Policy provided expertise to the executive branch,87 the 

OTA offered similar functionalities to Congress.88 The OTA investigated an array 

of topics, identified knowledge gaps, and evaluated the opportunities and risks 

associated with various courses of action.89 In 1995, the office was closed, but the 

statute that led to the creation of the OTA remains in effect.90 Critics of the OTA 

suggested that it was too slow to produce research products, but ultimately, the 

office was closed as part of a broader push to reduce spending in the legislative 

branch.91 Today, the Congressional Research Service provides resources for 

lawmakers on a range of policy issues, including responses to terrorists’ use of the 

internet.92 Additionally, in early 2019, the Government Accountability Office 

launched a new Science, Technology Assessment and Analytics team, which 

focuses on providing Congress “technology assessments and technical services.”93 

Despite the utility of these resources, some policymakers and experts argue that 

the need for robust, objective, and accessible research persists, and call for 

Congress to meet this demand by reviving the OTA or creating a similar body.94 

Given the range of challenges and opportunities technologies invite, particularly 

in the context of terrorism and violent extremism, additional support on matters 
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concerning technology might help Congress might make more informed 

decisions. 

 

● Motivated by a comprehensive risk assessment of the threats posed by terrorist and 

violent extremist exploitation of ICTs and aware of the most pragmatic courses of 

action, the interagency working group should develop a multi-pronged approach to 

achieve the strategic objectives. While looking for ways to measure and evaluate 

progress, the working group’s implementation plan would focus on enhancing the 

capability and coordination of government-led efforts to prevent and counter the 

exploitation of ICTs in America; identifying and enabling civil society partners that 

can complement efforts to marginalize the effects of terrorism and extremism online; 

and empowering ICT providers to cope with the abuse of their platforms while 

protecting free expression, civil liberties, and privacy. 

 

C. Enhance the capability and coordination of government-led efforts to prevent and 

counter terrorism and extremist exploitation of ICTs in America  

 

● With sufficient authority and resourcing, the interagency working group could more 

effectively streamline the government’s efforts to prevent and counter terrorist and 

violent extremist exploitation of ICTs by creating a legislative policy agenda and 

training sessions for Congress, as well as facilitating awareness briefings for other 

facets of government at the federal, state, and local level.   

 

▪ Lawmakers and their staffers, for example, need better technical fluency on 

cybersecurity and information and communications technology to promote good 

governance and more proactively prevent the proliferation of terrorism and 

violent extremism online.95 Today, many elected leaders are not attuned to 

contemporary challenges concerning online safety, but they should be, as such 

matters affect their constituents in countless ways.96 Scholars note that this 

knowledge-gap becomes problematic when voters leave complex cyber and 

technology-related issues up to “‘the small number of people who make 
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important policy in the smoky backrooms,’” despite the reality that “most people 

in today’s smoky backrooms have never been in an internet chatroom.”97 This 

dynamic is especially relevant in the context of technology and violent extremism. 

A working group, however, could equip decision-makers with up-to-date 

information about how terrorists and violent extremists use contemporary and 

emerging technologies, as well as how technological developments offer emerging 

capabilities to governments and private companies. Beyond the scope of social 

media, independent training sessions for policymakers should review topics 

ranging from cybersecurity to machine learning. Ideally, training programs 

would be transparent about the shortcomings and dangers of advanced methods 

of monitoring the digital communications of terrorists and violent extremists. For 

instance, there is an ominous and essential lesson to learn from cases where 

governments abuse crime-prevention and counter-terrorism technologies to 

target journalists, human rights defenders, anti-corruption advocates, lawyers, 

and opposition politicians.98 Leaders who understand these nuances and the 

technical considerations facing the U.S. will be more effective at preventing 

terrorist exploitation of ICTs. 

 

● The federal government should increase the number of permanent staff members 

with the technical proficiency to bridge the gap between service providers and 

government officials tasked with preventing and countering terrorism and violent 

extremism.99  

 

● The working group should create cohesion among federal, state, and local law 

enforcement authorities tasked with preventing and countering terrorists and violent 

extremists’ use of ICTs. In an administrative capacity, a technology-centric 

government initiative could work to foster forums in which federal, state, and local 

law enforcement reflect on their experiences and learn from other practitioners to 

stay up-to-date on overarching trends concerning the use of communications 

technologies by terrorists and violent extremists.  
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D. Pursue partnerships with and empower non-governmental entities that can 

complement government initiatives to prevent and counter terrorist and violent 

extremist exploitation of ICTs in pragmatic and proportional ways.  

 

● The working group, along with other facets of the government, can use strategic 

communications, public outreach, and awareness briefings to empower non-

governmental entities, particularly in civil society, to prevent and counter the 

influence of terrorists and violent extremists online. Educating partners about the 

government’s aims and means of achieving objectives, as well as sharing some 

assessments of risk, will help set the agenda and enhance complementarity.  

 

● Entities tasked with preventing exploitation of technologies must overtly engage with 

a range of actors to convey the government's approach, share up-to-date information 

concerning the intersection of technology and extremism, and encourage 

stakeholders to design and implement initiatives that complement the government’s 

efforts.100 A critical aspect of communicating the threat is articulating contemporary 

counterterrorism challenges in responsible ways that manage expectations and 

promote transparency. In this vein, the working group could instruct public affairs 

officers on how to use strategic communications to foster resilience among 

communities and reduce the harmful effects of terrorist and violent extremist abuse 

of ICTs. From day-to-day operations to the period following an attack, federal 

agencies and local government and law enforcement can communicate directly with 

audiences concerning the threats posed by terrorism and violent extremism, both 

online and offline. Public affairs officers should continue exploring ways to leverage 

communications technologies to inform the public about its efforts and responses to 

evolving situations.101 Increased communications can help educate the public, 

contextualize threats, manage expectations, rebuild trust, and reduce the impact 

terrorism and violent extremism have on communities.  

 

● The working group can continue to ask federal agencies and U.S. Attorneys, as well 

as local government and law enforcement, to integrate matters concerning terrorist 
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and violent extremist exploitation of ICTs in public meetings addressing internet 

safety.102 Although assessments of these community-level engagements are limited, 

such “measures were viewed as promising for increasing resilience against extremist 

messaging without prompting” the kind of backlash experienced by more targeted 

efforts to discuss violent extremism within specific communities.103 Reframing 

public engagements to focus on these issues as a subset of online safety may also 

raise awareness and convene relevant stakeholders including non-governmental 

organizations, civil society, and companies.  

 

● Similarly, government officials can work to integrate additional information about 

terrorist and extremist exploitation of ICTs into public safety initiatives online. 

Instead of developing an entirely new infrastructure to spread awareness about the 

issue, policymakers should push to disseminate more information about terrorists’ 

and violent extremists’ use of technology through existing internet safety campaigns 

led by the federal government such as OnGuard Online, Stop.Think.Connect, and 

Safe Online Surfing.104 In addition to being cost-effective and relatively easy to 

implement, this approach might also face less stigma if it becomes part of the 

broader effort to promote internet safety rather than an explicit attempt to prevent 

terrorism and violent extremism in the U.S.  

 

E. Facilitate productive engagements with technology providers to more effectively 

prevent and counter terrorist and violent extremist exploitation of ICTs in pragmatic 

and proportional ways 

 

● At the recommendation of the interagency working group, political leaders in 

America should emphasize a broader range of tactics to reduce the influence of 

violent extremists online and create a safer internet. In the U.S., the rate at which the 

leading social media companies delete extremist content from their platforms is not 

a useful measurement of the technology sector’s commitment to the aim of 

preventing and countering terrorist and violent extremist abuse of ICTs. Instead, the 

government should configure a broader and more pragmatic understanding of the 



ALEXANDER | PROGRAM ON EXTREMISM 
 

 

 25 A PLAN FOR PREVENTING AND COUNTERING TERRORIST AND VIOLENT 
EXTREMIST EXPLOITATION OF INFORMATION AND COMMUNICATIONS 

TECHNOLOGY IN AMERICA  

myriad ways technology providers can prevent and counter extremist exploitation. 

Some examples of potentially positive actions discussed earlier might include steps 

like clear terms of service regarding the promotion of terrorism, age restrictions on 

select material, formal channels for law enforcement, transparency reports about 

moderation tactics and government requests, and training for civil society groups. 

While some of the major technology providers already take such actions, more can 

be done to address the ecosystem of platforms leveraged by terrorists and violent 

extremist. By fostering a more dynamic approach, the working group can make it 

easier for companies of various shapes and sizes to help disrupt the exploitation of 

ICTs and create a safer internet while promoting transparency and accountability.  

 

● Beyond the major social media platforms, political leaders should advance policies 

that enable other types of technology providers to prevent and counter the 

exploitation of their technologies. As discussed, terrorists and violent extremists use 

a range of platforms and techniques to connect with their movements. Consequently, 

the government must convene a diverse array of companies and help the industry 

develop new mechanisms to disrupt terrorists’ and violent extremists’ digital 

networks. For example, relevant stakeholders might include messaging applications, 

file-sharing platforms, web archives, link-shorteners, email-services, financial 

technologies, web hosting services, mobile security tools, and virtual private 

networks (VPN). Policymakers and practitioners can help marginalize the ecosystem 

of platforms exploited by terrorists and violent extremists by encouraging more 

companies to participate in efforts and making it easier for them to engage in the 

process.  

 

● A respectful and productive relationship with the private sector is vital to the 

government’s efforts to prevent and counter terrorist and violent extremist abuse of 

ICTs. For this reason, the working group should help educate policymakers about 

industry-led self-regulation105 and support partnerships that help facilitate the 

process.106 Tech Against Terrorism, for example, a U.N.-mandated project with 

funding from various countries and technology providers, helps companies develop 
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useful terms of service and share information to prevent terrorists’ exploitation of 

providers’ tools.107 In November 2017, Tech Against Terrorism launched “The 

Knowledge Sharing Platform,” an online tool offering practical resources to 

companies that participate in the initiative.108 While governments cannot relegate 

their responsibility in mitigating the effects of terrorism and violent extremism, 

political leaders should support the participation of companies in pragmatic and 

transparent initiatives. Moreover, despite fewer calls from political leaders to 

address non-jihadist violent extremists online, some industry-led efforts in America 

are taking steps to keep far-right extremists off their platforms.109 Private companies 

have also supported some innovative and experimental interventions and counter-

messaging projects by civil society groups and non-governmental organizations.110  

 

● In addition to issuing best practices, the working group could provide stakeholders 

with strategically-oriented situational awareness briefings and resources. In June 

2018, DHS announced the launch of a "Countering Terrorists Exploitation of Social 

Media and the Internet" training module.111 The course was designed to educate 

companies about these threats with examples of official and unofficial propaganda 

products, supplementary notes on various topics, and quizzes to test knowledge.112 It 

discussed the efforts of the Islamic State and al-Qaida, and also highlighted trends 

concerning extremists motivated by white supremacy.113 The 90-minute course 

concluded with information about public-private partnerships and encouraged 

continued collaboration.114 Although it is hard to gauge how many companies used 

this resource, Tech Against Terrorism made the resource available on its Knowledge 

Sharing Platform. Moving forward, the U.S. should continue to promote this training 

as a resource for technology providers, and the working group might explore new 

ways to keep materials like that course up-to-date and accessible to parties 

interested in preventing and countering the abuse of their platforms. 

 

● Government entities can continue to convene private companies, particularly social 

media providers, advertising agencies, academics, practitioners, and civil society 

groups, to foster collaboration and the exchange of good practices. For example, this 
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environment may help the technology industry with information about how to 

promote transparency and accountability about content moderation.115 

 

● Facilitating such engagements may also encourage experts to tailor analyses and 

recommendations that speak to the challenges raised by technology providers.116 

Sessions can also help direct civil society groups toward the information, resources, 

and connections they need to implement digitally savvy intervention campaigns to 

prevent and counter terrorism and violent extremism, thus complementing 

government-led efforts.  
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Conclusion 
 

On May 8, 2019, about a week before the U.S. abstained from signing onto Christchurch 

Call citing First Amendment concerns, the House Homeland Security Committee hosted 

a hearing on domestic terrorism with witnesses from the FBI, DOJ, and DHS. At the 

hearing, “each of the witnesses emphasized the government’s limited power to address 

online content from Americans, even when it is extreme or hateful,” at least in part, 

because of the First Amendment.117 In light of the domestic constraints facing American 

policymakers and practitioners, the witnesses noted that companies adhering to 

different standards and community guidelines represented vital partners for the 

government.118 Illustrating the benefits of such relationships, the FBI’s assistant director 

for counterterrorism, Michael McGarrity, stated, “We are seeing a tide change in social 

media companies being more proactive... When they see something that is noteworthy 

and alarming beyond the First Amendment, they will give us leads.”119 Modest steps like 

increased rates of voluntary reporting to law enforcement by companies are 

commendable, but a strategic plan would allow the government and its partners to make 

greater strides in efforts to prevent and counter terrorist and violent extremist 

exploitation of ICTs.  

 

Today, the U.S. government, like many of its allies, is reckoning with the complexity and 

endurance of the challenges posed by terrorist and violent extremist abuse of ICTs. 

Although policymakers and practitioners broadly recognize this problem, existing 

efforts to address the exploitation of ICTs by terrorists and violent extremists consist of 

cursory responses to long-term, dynamic threats. As U.S. allies draft and implement 

policies designed to tackle terrorist and violent extremist materials online, including 

signing onto agreements like the Christchurch Call, demands for the U.S. government to 

prevent and counter the abuse of ICTs persist. Since some of the measures advanced by 

other countries are not suitable or viable models for policymakers in the U.S., the 

government must devise a unique approach that rests on the pillars of pragmatism, 

proportionality, and respect for the rule of law.   
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This brief argues that the government should craft a comprehensive strategy to prevent 

and counter the exploitation of ICTs. Political leaders must identify tangible aims, such 

as mitigating, rather than eliminating, terrorist and violent extremist exploitation of 

ICTs. The proposed framework calls for officials to create an interagency working group 

to formalize leadership, assess trends regarding the abuse of ICTs, and weigh the costs 

and benefits associated with responses to these threats. Next, policymakers should take 

steps to enhance the capability and coordination of the government and its partners in 

civil society and private industry. In sum, political leaders in the U.S. should use 

legislation, redress, and strategic outreach to unite a range of actors against the 

exploitation of ICTs and confront the ecosystem of communications leveraged by 

terrorists and violent extremists.   
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